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What do we need for HPC
to make a revolution in Life Science?

Needs, Possibilities & Challenges in Molecular Dynamics
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Less detail

Simulations

Another tRNA moves inte the A
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Molecular Mechanics
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How can we achieve DA e

With a time step of 5fs...

... you need 200 million iterations to reach
1 us of simulated time

To achieve that in a day (86,400 seconds)...

...each iteration must complete in 432 (wallclock) us!



2 10ps/day:
% CZHN Predicting motions
LoMM Interpreting/improving

experiments
>100us/day:
Replacing biochemistry
S e :
e experiments
>1ms/day:

Replacing medicine/biology
experiments
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£ en We're on the single-ps
s scale today
~ (for small systems)

Larger machines have
enabled larger
systems, not longer
simulations
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Real space (particle) node PME node

Inherent limits to

construct virtual sites

I Neighborsearch step?
a ra e I S m Construct virtual sites

Received charges

Neighborsearch step? from peer real space
processors

Domain

decomposition

Receive x and box from
Send charges to peer »| peer real space processors
PME processor
Send x and box to All local coordinates
peer PME processor received?
Communicate x with real
space neighbor processors Communicate some atoms
to neighbor PME proc's
Neighborsearch step? _
Spread charges on grid
(local) X :
neighborsearching Cqmmunlcatg grid overlap
with PME neighbor proc's
Evaluate potential/forces parallel 3D FFT

Communicate f with real

space neighbor processors Solve PME (convolution)

Receive forces/energy/virial

(e DEAT VS BREEESa parallel inverse 3D FFT
Spread forces on virtual sites
Communicate grid overlap
with PME neighbor proc's

Communicate forces from
virtual sites
Communicate some forces
Constrain bond lengths

(parallel LINCS

ar er S u e rco m u te r . Send forces/energy/virial to
Sum energies of all real peer real space processors

Space processors

do not address this RE e e




~2024: 1B ‘egyes’

20 300M cores

-100M cores

OM cores
3: ~10M cores
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Gromacs-4.6 2nd-generation GPU acceleration:

1 MPI ¢ Vii "
OpenM OpenME 'OpegM ' Openl
threads' thread§ threads threads

..zl




Heterogeneous CPU-GPU acceleration in GROMACS-4.6

MD step
MPI receive non-local x MPI send non-local F

l !
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st(:gglm --------------------- — non-bonded F ClearF—  —
GPUY . pair-list pruning ,
Idle Idle| = - ~ | ) idle
[ 417 ; | Non-local
's\‘t(rJgalr(r)lca' ----------------- | non-bonded F | —

pair-list pruning |

Wallclock time for a step:
~0.5 ms if we want to simulate 1us/day

We cannot afford to lose all 100-500 1S

previous acceleration tricks!



e You need a lot of cubes to cover a sphere

e Algorithms developed last 40 years suck



jCIuster pairlist

Organize
as tiles with
all-vs-all

Interactions:
viviviv




but where does the
CPU come In now?

Real space (particle) node PME node

Communicate coordinates to
construct virtual sites
Neighborsearch step?
Construct virtual sites

Received charges

Neighborsearch step? from peer real space
processors

MD step
MPI receive non-local x MPI send non-local F

4 :
lnnL] Local || Non-local | _ | Wait for | |Wait for | | Integration |,
penMP “ D pair search | pair search ¢ Bonded F PME non-local F| | local F | | Constraints

threads

Domain

decomposition
Receive x and box from

Send charges to peer peer real space processors
PME processor
Send x and box to All local coordinates
peer PME processor N received?

Communicate x with real

space neighbor processors Communicate some atoms
to neighbor PME proc's

Neighborsearch step? Y )
Spread charges on grid
(local) - -
neighborsearching Cc_)mmunlcat(_a grid overlap
with PME neighbor proc's

e
P2H

non- local R

H2D
DP2H local F

non- local x,q
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H2D local x,q

Local
non-bonded F —————  Clear F—

pair-list pruning
Idle

Non-local
non-bonded F
pair-list pruning

Evaluate potential/forces parallel 3D FFT

Communicate f with real
space neighbor processors Solve PME (convolution)

Receive forces/energy/virial
iomipeciEMBRiccessoy parallel inverse 3D FFT

[ ] [ ] [ ] [ ]
( ] Spread forces on virtual sites
° Communicate grid overlap
Communicate forces from iGN Ene gh orpies:
virtual sites
Y Y o Y Interpolate forces from grid
|

[ Communicate some forces

Constrain bond lengths to neighbor PME proc's

(parallel LINCS)
- Send forces/energy/virial to
Sum energies of all real peer real space processors

Space processors

More steps?
Y Y

N N




Strong scaling:
40-80 atoms/core
for small systems

100

~1300 atoms/GPU

10

ns / day

Performance:
12k Xeon cores
running Gromacs
on SuperMUC
beats 880k cores o1
running MODYLAS
on K computer

Gromacs 4.6 on SuperMuUC

physical cores

nodes
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Coding challeng

> 2 million lines of C/C++ code
Extremely tuned: SIMD, Kernel generators, >2 IPC
C++ modules, C kernels, MPI (MPMD), OpenMP. CUDA

Libraries have been disappointing;
not enough fine-grained control

Not just a matter of scaling: The fastest flops are the
ones we avoid calculating

Lots of complex/smart algorithms
‘Mini-apps under development - devil is in the detall
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A lot of low-level tuning -

GPU SMX scheduling/balancing

Raw pair list
114 lists = blocks
- 8*%13 = 104 blocks in
flight!
- strong
inter-/intra-SM

300 jpad-imbalance

>40% ayg. imbalance
250 0.

Balanced pair

- split lists & apply
“shaping” curve

-» balancing heuristic:
40*#SM

- 421 lists

>15% avg. imbalance
0.144 ms/step

421 lists
-» improve sorting:
pigeonhole sort

300

<3% avg. imbalance
0.117 ms/step

Split lists

Sort lists
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SMX6 I
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SMX1

SMXD I
SN2

SMX10

SMX11
SMx12

88us actual time (1000 atoms)

#M2 24 48 96 192 384 768 1536 3072

system size (x1000 atoms)

If we solve all latency ___
bottlenecks, we would approach30pis™ s



Hardware challenges

Extreme-scale HPC is expensive

A 60M core-hour project in
PRACE might cost 2-3M EUR today

We will increasingly have to justify
this in comparison with alternatives

Exascale machines will likely have to be used
for rapid time-to-solution, not to run single
projects for weeks and months
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+ Total rewrites difficult
+ QA challenges
Easily leads to focus on relative scaling (not perf.)
+ Increasing modularization enables refactoring

2 2005-2010: NT Domain Decomposition

+ 2008-2013: GPU/Streaming acceleration

+ 2010-2012: Heterogeneous acceleration

w 2013-2014: Move stream version back to CPUs

++ We live VERY close to the hardware
« Most abstraction layers suck...



What can we learn fro
ANTON, MDGRAPE4

2x2x2 chips in a hode
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'?,SLPP L k| 64 cores & 8 pipelines / chip
| &oneteds 58 2| Optical interconnects (~100ns)
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‘& Pipelines working on 8x8 atoms
2= | Extremely fine-grained parallelism
~2.5TFLOP / chip ~10us/step




What machine does MD need

NN

T ’ y
ops!

Go hierarchical, and fully expose hardware & connect
- Even tighter connects further down

- Looser connects further up

Stop building HPC systems that consist of “N deski

: e e “Islands”:
~64 LOC . " Say >4*4*4 units
~4TOC . >32768 cores
no PCle! i’ i © >2048 GPUs

Optical, 100ns - <1ps, single-hop

“If I had asked my customers what they wanted, they
would have said a faster horse” [Henry Ford]



From ~100k cores
to Exascale: Ensembles

Markov State Models
i Monte Carlo Sampling



copernicus

HPC ENSEMBLE COMPUTING

Current plugins: Under development:
» Markov State Modeling *Collective variables
*Swarms

*Free Energies

Open source software available at
http://www.copernicus-computing.org/



http://www.copernicus-computing.org

summary
STRONG scaling & absolute performance}t,,_,"
Throw out all old algorithms

Heterogeneous acceleration

-~ Hierarchical hardware needed @

/Ve llve close 1o the hardware
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Method Development: F g A B Biophysics/ion channels:

Szilard Pall (*) | Samuel Murail (*)
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